STATO0041: Stochastic Calculus

Lecture 5 - Continuous-time Martingale
Lecturer: Weichen Zhao Fall 2024

Key concepts:

e Right continuous martingale;

e Optional stopping theorem.

5.1 Continuous-time martingale

We first introduce some conception in continuous-time stochastic process and assume filtered
probability space satisfies usual conditionon in this lecture.

Definition 5.1 (Sample path) Let (X;)ier be a random process with values in E. The
sample paths of X are the mappings T > t — X,(w) obtained when fizing w € Q. The sample
paths of X thus form a collection of mappings from T into E indezed by w € Q.

Definition 5.2 (Continuity of stochastic process) We say a stochastic process is con-
tinuous, if almost surely all of its sample path is continuous. That is,

P ({w|t — Xy(w) is continuous}) = 1.

Right/left-continuous can be defined similarly.

Sometimes it is not clear whether a stochastic process is continuous. We following show
that, at the cost of “slightly” modifying the process, we can ensure that sample paths are
continuous.

Definition 5.3 (Modification) Let (X;)ier and (Xt)teT be two random processes indexed
by the same index set T and with values in the same metric space E. We say that X is a
modification of X if

vteT, P(X,=X,)=1.

Lemma 5.4 (Theorem 3.18 of [1]) Let (X;)ier be a supermartingale, such that the
function t — E[X;] is right-continuous. Then X has a modification with cadlag sample
paths, which is also an F-supermartingale. Especially, every martingale has a modification
with cadlag sample paths because E[X] is a constant.
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Definition 5.5 (Stopping time) A random wvariable T : 2 — [0, 00| is a stopping time of
the filtration F#; if
{T S t} c yta

for every t > 0. The event field of the past before T is then defined by

Fr={A€ Z YVt >0,An{r <t} € %}

Example 5.6 (First hitting time) Let (X;) be right-continuous %#; adapted process with
state space E, and A C E, then first hitting time to A

Ta(w) =inf{t > 0: X;(w) € A}

18 a Sstopping time.

Example 5.7 Let 7 be a stopping time and let o be an Z.-measurable random variable with
values in [0, 00], such that o > 7. Then o is also a stopping time.
In particular, if T is a stopping time,

[e.o]

kE+1
L= Z on Tko-ner<ernz—ny + 00 Lir=oey, n=0,1,2,...
k=0

defines a sequence of stopping times that decreases to T'.

Definition 5.8 (Martingale) Let (§2,.%,(.%)i>0,P) be a filtered probability space, X =
(X¢) be a adapted process on (Q, F, (%), P) satisfying E[| X;|] < oo is called

(1) a Fi-martingale if V0 < s < t, E[X{|.%] = X;

(2) a F-supermartingale if V 0 < s < t, E[X{|.Z,] < Xs;

(8) a Fyi-submartingale if V 0 < s < t, E[X;|.Z,] > X,.

Proposition 5.9 (Doob’s martingale inequality, Proposition 3.15 of [1])

Let (X;) be a submartingale with right-continuous sample paths, then for all ¢ > 0 and
T < o0,
c-P(sup X;>c) <E[X/]

0<t<T

Let (X,,) be a martingale with right-continuous sample paths, and for some p > 1, E|X;|P<
00. Then for all for all ¢ >0 and T < oo,
E[X[?

P( sup |X|>¢) < =
0<t<T cP
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5.2 Optional stopping theorem

Lemma 5.10 (Convergence theorem for supermartingales, Theorem 3.19 of [1])

Let X be a supermartingale with right-continuous sample paths. Assume that the collection
(X+t)t>0 is bounded in LY. Then there exists a random variable X, € L' such that

lim X; = X, a.s.

t—o00

Lemma 5.11 (Doob’s optional stopping theorem (uniformly integrable), Theo-
rem 3.22 of [1])

Let (X,) be a uniformly integrable martingale with right-continuous sample paths. Then, for
every choice of the stopping times T, o such that 7 < o, we have X,, X, € L' and

X, = E[X, | %]

Lemma 5.12 (Doob’s optional stopping theorem (bounded case), Corollary 3.23
of [1])

Let (X3)i>0 be a martingale with right-continuous sample paths and o < T < 00 be two almost
surely bounded stopping times, then

Lemma 5.13 (Doob’s sampling theorem, Corollary 3.24 of [1])

Let (X;) be a martingale and T be a stopping time both with respect to a filtration (%), then
the stopped process X7 is a martingale.

Moreover, if stopping time T is bounded, then E[X,] = E[X;].
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